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The End of Moore’s Law:  
A New Beginning for Information Technology
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H.-S. Philip Wong | Stanford University

Far from signaling an end to progress, the gradual end of Moore’s law will open a new era in information 
technology as the focus of research and development shifts from miniaturization of long-established 
technologies to the coordinated introduction of new devices, new integration technologies, and new 
architectures for computing.

“From the end spring new beginnings.”—Pliny the Elder

G
ordon Moore’s 1965 and 1975 papers1,2 still shine brilliantly. While the value of continued minia-
turization of electronic components was already well understood in the 1950s,3 Moore’s 1965 paper 
championed the importance of integrated circuits at a time when many still felt that the job of 
semiconductor manufacturers was to deliver discrete diodes and transistors so that designers could 

build their own circuits.4 The 1965 paper also described how integration complexity can be traded for manu-
facturing yield to minimize cost per component, and on that basis, predicted continued exponential improve-
ments in cost and complexity with foreseeable improvements in manufacturing processes. Moore’s 1975 paper 
presented another important insight: advances in integration complexity come from three distinct factors—
increase in silicon die size, reduction in feature size, and “device and circuit cleverness.” These insights from 
1965 and 1975 have broadly guided investment in semiconductor technology development ever since. On 
top of that, Moore’s famous 1975 prediction that circuit complexity would double every two years2 proved 
remarkably prescient and astonishingly durable. But all exponential trends must come to an end.
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Figure 1 shows a very important exponential 
trend in information technology that already shows 
a sharp slowing of progress. In 1988, Rolf Landauer5 
published some remarkable data on energy dissipation 
in computing that had been collected over many years 
by his IBM colleague Robert Keyes. From the 1940s 
through the 1980s, a span that includes the replace-
ment of vacuum tubes by bipolar transistors, the in-
vention of the integrated circuit, and the early stages  
of the replacement of bipolar transistors by field-effect 
transistors (FETs), the typical energy dissipated in a 
digital switching event dropped exponentially by over 
10 orders of magnitude. We replotted that data in  
Figure 1 along with Landauer’s extrapolation of the 
trend toward switching energies on the order of the 
thermal fluctuation energy, kT, evaluated at T = 300 K.  
Landauer was well aware that the switching energy 
would not approach kT around 2015, not with the es-
tablished complementary metal-oxide-semiconductor 
(CMOS) device and circuit technology. His extrapo-
lation was a way of highlighting the possibility of, and 
perhaps the need for, a new way of computing. 

Some have mistaken the kT per switching event 
as a fundamental lower bound on the energy con-
sumption of digital computation. Landauer knew 

that it isn’t. His 1988 publication reviewed funda-
mental research demonstrating the possibility of an 
energy-conserving form of computation. As in today’s 
circuits, the devices in energy-conserving circuits 
would store enough energy—many times kT—to 
reliably distinguish the digital state from the inevi-
table thermal noise. For good engineering reasons, 
today’s circuits dissipate that stored energy every  
time a device is switched. In contrast, energy- 
conserving circuits would dissipate only a small frac-
tion of the stored energy in each switching event. In 
such circuits, there’s no fundamental lower bound 
on the energy efficiency of digital computation.

Although no commercially viable energy- 
conserving computing systems emerged in the 1990s 
or later, digital quantum computing, still in its infancy, 
exemplifies the energy-conserving approach. To 
show what did happen in the commercial sector af-
ter 1988, we added data to Figure 1 showing switch-
ing energies for minimum channel width CMOS 
FET technologies based on technical publications 
from IBM and Intel. For a while, switching energy 
continued to drop rapidly, as IBM led the industry 
in rapidly reducing operating voltage. Roughly fol-
lowing the elegant scaling rules laid out by Robert 
Dennard and colleagues,6 each successive genera-
tion of smaller, lower voltage, lower power devices 
was also faster. Increasingly potent CMOS technol-
ogy extended the long run of exponential increases 
in microprocessor clock frequency7—a key mea-
sure of computing performance—that had begun 
with the Intel 4004 in 1972. And the ever smaller, 
ever cheaper transistors enabled rapid elaboration 
of computer architecture. For example, the intro-
duction in the 1990s of sophisticated approaches to  
instruction-level parallelism (superscalar architectures)  
further multiplied the system-level performance 
gains from increasing clock speed. By the late 1990s, 
CMOS had displaced the more power-hungry bi-
polar transistor from its last remaining applications 
in high-performance computing. Despite these tri-
umphs, the historic rate of reduction in switching 
energy couldn’t be maintained through the 1990s as 
the FET approached some fundamental constraints 
to its further development.

Physical Constraints on Continued 
Miniaturization 
Note that this slowing of a highly desirable ex-
ponential trend in information technology—the 
break in slope so evident in Figure 1—has noth-
ing to do with the approach of switching energy 
toward the thermal fluctuation energy. Even in 

figure 1. Minimum switching energy dissipation in 
logic devices used in computing systems as a function 
of time. Black diamonds replicate data from Rolf 
Landauer,5 and the dashed line is Landauer’s 1988 
extrapolation of the historic trend toward kT (evaluated 
at T = 300 K), indicated by the dotted line. Triangles 
and Xs are published values from IBM and Intel, 
respectively, compiled by Chi-Shuen Lee and Jieying 
Luo at Stanford University during their PhD thesis 
research with one of the authors (Wong). Open squares 
are values from the 2013 International Technology 
Roadmap for Semiconductors (ITRS). The data is 
available at https://purl.stanford.edu/gc095kp2609. 
Current, up-to-date data can be accessed at https://
nano.stanford.edu/cmos-technology-scaling-trend.
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these minimum channel width devices from IBM 
and Intel, the stored energy that distinguishes digi-
tal state is orders of magnitude greater than kT. In 
practical logic circuits, with wider channel devices 
and associated wiring, the stored energy is roughly 
100 times greater than the minimum switching en-
ergies shown in Figure 1. Thus, in today’s smallest 
commercial devices, thermal upsets of digital state 
are extremely unlikely and therefore irrelevant to 
device and circuit design.

So what did change in the 1990s? Miniaturiza-
tion of devices continued at pace but along lines 
that increasingly deviated from Dennard’s scaling 
rules. In particular, the gate insulator thickness and 
the operating voltage could no longer be simply re-
duced along with other device dimensions. Further 
reduction in insulator thickness would have resulted 
in unacceptable (and exponential) increases in gate 
leakage current through direct quantum tunneling. 
Further reduction in operating voltage swing would 
have resulted in either unacceptably low channel 
current in the “on” state (unacceptable decreases in 
switching speed) or increased leakage current in the 
“off” state (unacceptable increases in passive power).  
The physics that limits further voltage reduction is 
well known and relatively straightforward.8 Suffice 
it to say that with operating voltages now on the  
order of 1 V, the FET is close to its voltage scaling 
limit for operation at room temperature and above. 
Future voltage reductions will be limited.

Detailed and extensive analyses of these and 
other scaling issues can be found in the litera-
ture,9–11 but a simple scaling model provides insight 
regarding their impact on the industry.8 The model 
assumes that continued rapid innovation in materi-
als and device structures12,13 will sustain the Moore’s 
law trends in integration density and device switch-
ing speed. It further assumes that operating voltage 
is fixed from technology generation to technology 
generation. Under these simplifying assumptions, 
the areal power density grows exponentially from 
generation to generation unless clock frequency is 
fixed and processor cores are brought onto the die at 
a rate significantly less than what would be possible 
based on lithographic ground rules.8 

This simple model thus gives a surprisingly 
good account of some broad developments in mi-
croelectronics in the past decade. Clock frequen-
cies plateaued between 2003 and 2005 and have 

been stagnant ever since. The performance of to-
day’s systems is increasingly power constrained. 
The devices and circuits could be clocked at higher  
frequencies but only at unacceptable levels of pow-
er and heat generation that would compromise 
critical attributes such as battery life in consumer 
products and the cost of cooling and powering 
servers in large datacenters. And the introduction 
of multiple cores has been slower than the rate that 
could be supported by advances in lithography and 
integration density. Perhaps this reflects the failure 
of software developers to find ways to fully exploit 
core-level parallelism for many important applica-
tions of computing, but the model suggests that 
the physics of CMOS transistor switching and the 
resulting heat generation has been an additional, 
if not dominant, limiting factor. The outlook for 
the future is more of the same, as suggested by the 
forward-looking data in Figure 1 from the 2013 In-
ternational Technology Roadmap for Semiconduc-
tors. The modest reductions in switching energy 
are the projected result of continued aggressive re-
duction of device size and very modest reductions 
in operating voltage. These advances would sup-
port a glacially slow 4 percent compounded annual 
growth in clock frequency through 2028.

The break in slope in Figure 1 thus marks the 
beginning of a still-ongoing transition to an era of 
constant voltage transistor scaling. This transition is 
having a big effect on the microelectronics industry, 
as fewer and fewer manufacturers strive to maintain 
the Moore’s law development cadence. Many observ-
ers, including Gordon Moore himself,4 have pointed 
to capital costs associated with manufacturing, 
which are rising much faster than industry revenue, 
as the eventual limiting factor. To this factor, we 
must add the impact of a declining return on invest-
ment for developing each new generation of smaller 
devices and denser circuits. For the three decades 
prior to 2005, clock frequency, integration density, 
and cost per device all improved exponentially with 
each technology generation, while active and pas-
sive power were contained within economically 
acceptable bounds. Since 2005, integration den-
sity and cost per device have continued to improve, 
and manufacturers have emphasized the increas-
ing number of processors (cores) and the amount 
of memory they can place on a single die. How-
ever, with clock frequencies stagnant, the resulting  

It’s no surprise that the replacement cycle for computing 
equipment of all sorts has lengthened.
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performance gains have been muted. Furthermore, 
the more straightforward elaborations of the stan-
dard von Neumann computer architecture have 
already been implemented,7 and prospects for sig-
nificant performance gains from further increases 
in parallelism appear limited even at the multicore 
level.14,15 It’s no surprise then that the replacement  
cycle for computing equipment of all sorts has 
lengthened. An increasing number of semiconductor 
manufacturers are finding profits by investing in de-
velopment of product attributes, such as architectures  
for improved memory access, that have little to do 
with smaller feature size.

Figure 2 shows progress in three key indicators 
of the achievable integration density for complex 
digital logic circuits since 1994. Progress is still 
rapid, but taken together, these indicators show a 
significant slowing in the last decade. The Moore’s 
law development cadence—the regular doubling of 
integration density—appears to be slowing. 

While end users still see improvements in per-
formance and energy efficiency as greater numbers 
of memory devices are brought closer to processor 
cores, these gains cannot be long sustained with 
current memory devices and architectures. Static 
random access memory (SRAM), the fast memory 
that now occupies over half the surface area of a 
microprocessor chip, uses six FETs to store a bit 

of information. Dynamic random access memory 
(DRAM), the slower but denser and therefore less 
expensive memory that usually resides on memory 
chips peripheral to the processor, uses one FET 
and one capacitor to store a bit. Flash memory, the 
very dense but rather slow memory that stores data 
when the power is off, uses one FET with a specially  
designed gate structure to store one bit (or more re-
cently, several bits). Thus each of these dominant 
devices in today’s memory hierarchy is subject to 
scaling constraints similar to those for the FETs 
used in logic, plus additional constraints unique to 
each device. 

Despite these daunting problems, we’re very 
optimistic about the prospects for further dramatic 
advances in computing technology. After decades 
of progress centered on miniaturization of the 
CMOS transistor, we see a growing potential for 
advances based on the discovery and implemen-
tation of truly new devices, integration processes, 
and architectures for computing. By truly new 
devices, we mean devices that operate by physical 
principles that are fundamentally different from 
the operating principle of the FET and are there-
fore not subject to its fundamental limits, particu-
larly the voltage scaling limit. By truly new integra-
tion technologies, we mean monolithic integration 
in three dimensions in a fine-grained manner that 
immerses memory within computational units. 
And by truly new architectures, we mean circuit- 
and higher-level architectures that are much more 
energy efficient than the von Neumann architec-
ture, particularly for the important algorithms and 
applications of the coming decades. We now touch 
briefly on some of the emerging research concepts 
that fuel our optimism.

New devices for Logic
As we write, several distinct physical principles 
are known by which a voltage-gated switch (that 
is, a transistor-like device) might avoid the voltage 
scaling limit of the conventional FET.8,16 For 
example, some of these operating principles invoke 
a physical mechanism that breaks the direct link 
between externally applied operating voltage and the 
internal potential that gates the flow of current. Of 
course, just changing the device physics to embody 
one of these operating principles doesn’t guarantee 
a more energy-efficient low-voltage digital switch. 
For each proposed device concept, the switching 
characteristics and other important device attributes 
will depend critically on the achievable properties of 
materials and the details of the device structure. 

figure 2. Three key measures of integration density as a 
function of time. Blue dots show static random access 
memory (SRAM) density. Green triangles show M1 pitch, 
the minimum wire-to-wire spacing in the first wiring 
layer. Red squares show CGP or contacted gate pitch, 
the minimum spacing between transistors. Progress 
is still rapid, but there’s evidence of slowing in recent 
years. Data compiled from published literature by Chi-
Shuen Lee at Stanford University during his PhD thesis 
research with one of the authors (Wong). The data is 
available at https://purl.stanford.edu/gc095kp2609. 
Current, up-to-date data can be accessed at https://
nano.stanford.edu/cmos-technology-scaling-trend.
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All currently proposed low-voltage device concepts 
are still in the early research stage. Laboratory proto-
types do not yet exhibit characteristics that would jus-
tify focused commercial product development. How-
ever, many of these device concepts are evolving rapidly 
as researchers discover and understand the problems 
and invent solutions. It therefore seems likely that ad-
ditional low-voltage devices will be invented. If a high-
performance low-voltage device does emerge in coming 
years, it could greatly loosen the power and heat gen-
eration constraints that currently limit computing. 

New devices for Memory
Several forces drive the exploration of new devices 
for memory. We already mentioned the increasing 
difficulty in further miniaturization of the estab-
lished memory devices—namely, SRAM, DRAM, 
and flash. New memory devices might be more eas-
ily scaled to smaller sizes. A second driving force is 
the changing computing workload. The memory hi-
erarchy employed today has been optimized for ap-
plications with data locality, yet a growing fraction 
of common workloads involve loosely structured 
data and require frequent memory access across a 
large address space. Such data movement is expen-
sive in latency as well as energy consumption, espe-
cially when data need to come from off-chip memory 
through a data bus with limited bandwidth.17 Off-
chip memory access can account for as much as 90 
percent of energy and commensurate execution time 
in today’s computing systems running data-intensive 
algorithms.17 Finally, and perhaps most importantly, 
some emerging memory devices may allow more 
cost-effective integration of large amounts of mem-
ory with logic. Of today’s dominant memory tech-
nologies, only SRAM can be readily integrated with 
high-performance CMOS logic. Integrating DRAM 
and flash on the same chip with processor cores is 
difficult and often not cost-effective.

Thus, many new memory device options are 
being explored,18,19 including spin transfer torque 
magnetic RAM (STT-MRAM), ferroelectric RAM 
(FERAM), conductive bridge RAM (CBRAM), re-
sistive RAM (RRAM), and phase change memory 
(PCM). All of these memories share some highly 
desirable attributes: they’re nonvolatile, each cell of 
the memory array can be randomly read without 
destroying the information stored and written with-
out first erasing the stored bit, they cover a broad 
range of read/write characteristics that span the en-
tire memory hierarchy, and they’re fabricated using 
temperatures below those used for fabricating the 
interconnections (the wires connecting transistors). 

The first three attributes open vast opportunities for 
rethinking the design of the memory hierarchy to 
optimize energy dissipation and performance for 
various application workloads. The last attribute en-
ables incorporation of memory devices above blocks 
of CMOS logic and thus allows seamless, fine-
grained integration of memory and logic.

While sharing desirable common attributes, each 
of these emerging technologies differs from and com-
plements the others on the basis of key attributes: read/
write speed, read/write power and energy consump-
tion, retention and endurance properties, and device 
density (area of the memory cell). For example, Fig-
ure 3 shows published data20 for write energy plotted 
against memory cell area. The tradeoffs vary greatly 
among the various types of memory. The physics of 
magnetic switching makes STT-MRAM singularly 
fast and thus well suited to be placed close to proces-
sor cores. However, one of its present limitations is the 
high write energy and resulting energy consumption. 
The write energy for STT-MRAM (and also for PCM) 
is proportional to the memory cell area because a  

figure 3. Programming energy versus memory cell area 
from published data for leading emerging nonvolatile 
memory technologies: spin transfer torque magnetic 
random access memory (STT-MRAM), phase change 
memory (PCM), conductive bridge random access memory 
(CBRAM), and resistive random access memory (RRAM). 
Both STT-MRAM and PCM require a critical current 
density to switch the memory state, thus the programming 
energy is proportional (purple and green dashed lines) to 
the memory cell area. Conduction in CBRAM and RRAM 
is filamentary, therefore the programming energy is 
independent of the memory cell area. Data from https://
nano.stanford.edu/stanford-memory-trends.
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certain current density is required to switch cell resis-
tance. In contrast, RRAM and CBRAM write energy 
shows no dependency on the memory cell area because 
of the filamentary nature and very small cross-sectional 
area of the conduction path. Continued miniaturiza-
tion should reduce the energy consumption of STT-
MRAM and PCM to acceptable levels. Continued 
advances in materials and device physics could further 
reduce the energy consumption of these memories.

New devices Combining the functions  
of Memory and Logic
Magnetism has long been the basis for informa-
tion storage devices such as the hard-disk drive and 
STT-MRAM. As a magnet is made smaller, less 
energy is required to switch its polarization. Fur-
thermore, physicists and materials scientists have 
in recent years discovered new, energy-efficient 
switching mechanisms. Researchers are therefore 
beginning to explore and exploit the new physics of 
nanomagnetism in devices for digital logic. 

Early device concepts for magnetic logic suffered 
from the drawback that there was no simple and direct 
way for the magnetic state of one device to switch the 
magnetic state of another device. (A circuit designer 
would point out that the devices don’t concatenate.) 
Thus All-Spin Logic, a nanomagnetic device and 
circuit family that solves this problem,21 generated 
significant interest when it was proposed. Another 
exciting research direction is voltage-controlled 
magnetism.22 Compared to a current-controlled 
switching mechanism such as that employed in STT-
MRAM, voltage-switched magnetic devices should 
be faster and more energy efficient. 

Much of the interest in nanomagnetic logic lies 
in the promise of combining the functions of logic 
and memory in a single device. Such devices could 
eliminate the need to save the state of a computa-
tion to memory before the power is turned off. This 
capability would be of immediate value in power-
starved systems dependent on intermittent power 
sources, and in the longer term, it could profoundly 
change computer architecture. 

New Integration Processes 
The realization of monolithically integrated multi-
layer logic and memory would be a revolution, and 

that revolution could already be brewing. Multi-
layered flash memory with 48 layers is already in 
production and represents one of the earliest device 
technologies to truly embrace monolithic 3D inte-
gration as a route for technology advancement. 

The mixing of logic and memory in monolithic 
3D stacks is much easier if the high temperatures often 
required for synthesis of successive layers of electronic  
materials can be avoided in the low-temperature  
device integration process. In addition, device lay-
ers should be very thin so that the holes for electri-
cal connections between layers can have a low aspect 
ratio. Thus, it’s desirable to synthesize high-quality 
material for a device layer at high temperature, thin 
the layer, and subsequently transfer it to the stack. 
For silicon, this layer transfer concept has a long his-
tory23,24 with a proven track record as a manufactur-
ing process.25 Emerging electronic materials such as 
carbon nanotubes26 and 2D atomic crystals27 are 
promising as future FET channel materials be-
cause their natural crystal structures are atomically 
thin due to the special bonding configuration of the 
constituent atoms, and their carrier transport isn’t 
affected by the imperfections of the surfaces. These 
materials, which are synthesized and then transferred 
to a target substrate for 3D integration, are making 
rapid progress toward meeting future performance 
targets. Many of the new memories described above 
already use low-temperature deposited materials and 
are therefore commensurate with monolithic 3D  
integration technologies. While each additional layer 
incurs some yield loss, a conventional 2D chip with 
an equivalent area would incur similar yield loss 
without the benefit of much shorter 3D interconnec-
tions and without the ability to optimize fabrication 
processes for each device layer. 

Thus, not too many years from now, a com-
puting system could have register files and SRAM 
as fast first-level cache. Second-level cache could 
utilize high-endurance, fast-access STT-MRAM 
or a variant. Slower, nonvolatile, very high-density  
memory further out in the memory hierarchy might 
utilize PCM, RRAM, or CBRAM, monolithically 
integrated with the processor cores. RRAM and 
CBRAM have already demonstrated the ability to 
read/write at about 1 V at 10 ns speed, with more than 
a billion endurance cycles and good energy efficiency.  

Much of the interest in nanomagnetic logic lies in the 
promise of combining the functions of logic and memory in 
a single device.
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Device architectures have already been demon-
strated for a 3D RRAM that uses a cost-effective 
approach that doesn’t require a lithography step for 
every additional layer. With a future pattern feature 
size of 5 nm half-pitch and 128 layers of 3D struc-
ture, 64 Tbits of relatively fast nonvolatile memory 
could reside on a single microprocessor chip.

New architectures for Computing 
Today’s standard “von Neumann” computer archi-
tecture was originally developed to allow a simple 
sequential programming model. (Language, and 
therefore conscious logical thought, is inherently 
linear and sequential. Humans aren’t good at multi- 
tasking.) Focusing on the instruction set as an ab-
straction independent of the hardware has allowed 
hardware and software designers to work indepen-
dently, promoted backward compatibility of code, 
and delivered many other benefits. However, these 
benefits came at a cost in computational efficiency. 
This is evident from the one- to three-orders-of- 
magnitude improvements in computational perfor-
mance and energy efficiency that are routinely obtained 
on specific algorithms implemented on application- 
specific integrated circuits (ASICs), digital signal pro-
cessors, and field-programmable gate arrays (FPGAs). 

At a fundamental level, this is because the asso-
ciated design and programming models for ASICs 
and FPGAs result in better mapping of the opera-
tions of algorithms to a set of physical resources used 
to perform those operations. A typical smartphone 
now contains a dozen or more specialized circuits 
or “accelerators” to relieve the central processing 
units of repetitive time- and energy-consuming 
tasks such as video processing. Designers of larger 
systems such as data servers are also incorporating 
such specialized “accelerators.” The broad adop-
tion of GPUs and their generalization as general- 
purpose GPUs (GPGPUs) has also pointed to the 
merits of tailoring the computing architecture for 
specific applications, algorithms, and dataflow. In 
increasingly power-constrained systems, this is a 
good use of the ever cheaper transistors delivered 
by the Moore’s law development paradigm. 

We can easily envision future energy-efficient 
systems consisting of a great many accelerators 

executing specific operations or algorithms, 
their interactions orchestrated to perform larger 
tasks, and turned on and off as needed. System 
architecture could be moving in this direction, but 
there’s risk of complicating and encumbering the 
programming model. Perhaps more important, the 
number of different useful algorithms is large, and 
there seems to be little commonality of optimum 
hardware resources even among algorithms seen 
from a software perspective as closely related.28 
Because transistors will never be completely free (a 
daring prediction!), system architects must strive to 
identify the most important and broadly applicable 
operations and algorithms for acceleration. 

One area ripe for innovation is the architecture 
of memory access. Computing workloads are chang-
ing. Although single-thread performance is still im-
portant, many applications are increasingly memory 
bound. The memory hierarchy has been optimized 
for applications with data locality, yet many of today’s 
applications involve large, loosely structured datasets, 
requiring frequent memory access across a large ad-
dress space. The data movement increases latency as 
well as energy consumption, particularly when data 
must be brought to the processor through a bus with 
limited bandwidth.17 Integrating ever larger amounts 
of memory on chip with the processor cores will there-
fore continue to be a priority, and progress is likely 
to be sustained and accelerated by the emergence of 
memory devices such as STT-MRAM, PCM, and 
RRAM. At the cost of some increase in architectural 
complexity, concepts such as logic in memory (mov-
ing some computation to the cache) and memory in 
logic (moving some cache inside the CPU) further 
reduce latency and energy dissipation by reducing 
data movement. In the literature for many years, these 
concepts are now the focus of serious development 
efforts. Progress will be sustained and accelerated by 
the development of device technologies that enable 
monolithic integration of multiple layers of logic and 
memory connected by nanometer-scale, ultra-dense 
interlayer connections, or even putting logic and 
memory on the same layer.17,18 

These developments in memory access can be 
seen as relatively straightforward elaborations of the 
conventional von Neumann architecture. The recent 

We can easily envision future energy-efficient systems 
consisting of a great many accelerators executing specific 
operations or algorithms, their interactions orchestrated to 
perform larger tasks, and turned on and off as needed.
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emergence of deep learning algorithms29 for impor-
tant commercial applications could herald more radi-
cal changes in computer architecture. A type of neural  
network algorithm, inspired by ideas about the archi-
tecture and function of the brain, deep learning al-
gorithms have, in recent years, surpassed the perfor-
mance of all other known algorithms for image clas-
sification, speech recognition, and other important 
pattern recognition tasks.29 However, training these 
algorithms on conventional computers is energy-  
and time-intensive. Researchers are therefore  
exploring the potential of GPGPUs and FPGAs to 
accelerate these tasks and improve energy efficiency.30 

The commercial success of deep learning  
algorithms is also motivating the broader explora-
tion of neuromorphic or other biologically- inspired 
architectures for computing. To improve perfor-
mance and energy efficiency, some research groups 
are designing and testing dedicated hardware to  
realize various neural network models. IBM’s True-
North chip31 illustrates some of the design tradeoffs. 
TrueNorth uses digital CMOS technology to imple-
ment a particular model known as a spiking neural 
network. The choice of a fully digital implementation 
gives the designers considerable freedom to balance 
the goals of improved performance and energy effi-
ciency against the need for programmability in con-
figuring the hardware for variants of the ever evolving  
algorithms. However, much of the circuit area in the 
resulting chip is dedicated to the SRAM memory, 
which stores synaptic weights (the strength of the 
connections between computational nodes), and 
much of the power goes to accessing this memory. 

In general, the number of synaptic weights that 
typically must be stored in today’s neural networks 
ranges from tens of millions to a billion. The ability to 
implement larger networks would translate to better 
algorithmic performance on larger problems but 
would push the limits of available general-purpose 
or dedicated hardware. The continuing Moore’s law 
trend in integration density will gradually ease this 
constraint, but the research community is exploring 
more daring approaches. 

A simple two-terminal nonvolatile analog 
memory integrated on chip with the neural network 
nodes would increase the achievable integration den-
sity by at least a factor of 20 over what’s possible with 
SRAM. This would greatly reduce the area and power  
required to implement a network of a given com-
plexity, or equivalently, enable a large increase in the 
complexity and capabilities of the networks that can 
be implemented.32 The research community is there-
fore exploring the use of emerging memory devices 

and materials to store the connection strength as an 
analog value in a single memory device located near 
each computational node of the network.33 Memory 
technologies such as PCM, RRAM, and CBRAM 
appear to be well suited to this tight integration of 
memory with logic. Some still highly exploratory 
nanomagnetic devices also hold promise for the ef-
ficient implementation of neural network circuit 
architectures.34 RRAM could also facilitate the de-
velopment of neuromorphic systems, neural network 
architectures that continuously optimize synaptic 
weights (learn) while solving problems. (This ap-
proach is distinct from the “train and then solve” 
approach of the community focused on execution of 
deep learning algorithms.) This ongoing research il-
lustrates the broad possibilities and potential rewards 
for co-development and co-optimization of new de-
vices and new architectures for computing.

Supporting research on New devices  
and architectures 
The Executive Order establishing the National Stra-
tegic Computing Initiative (NSCI) lists five strategic 
objectives, the first being to accelerate delivery of a  
capable exascale computing system (https://www.white- 
house.gov/the-press-office/2015/07/29/executive-
order-creating-national-strategic-computing-initiative).
This objective can be achieved based on the contin-
ued evolution of CMOS transistor technology and 
newer, rapidly commercializing technologies such as 
silicon photonics and 3D integration. However, an-
other strategic objective of NSCI is to establish, over 
the next 15 years, a viable path forward for future 
high-performance computing systems even after 
the limits of current semiconductor technology are 
reached (the “post-Moore’s law era”). In other words, 
longer-term research on new devices and architec-
tures is needed now if we want to take computing 
beyond the exascale. 

Thus the National Science Foundation (NSF), a 
lead NSCI agency, and the Semiconductor Research 
Corporation, sponsored by companies in the micro-
electronics industry, recently announced a daring new 
research program, Energy Efficient Computing: from 
Devices to Architectures (E2CDA; https://www.
nsf.gov/funding/pgm_summ.jsp?pims_id=505212). 
Most of the initial research awards went to highly 
multidisciplinary teams, each of which is challenged 
with the demanding task of simultaneously exploring 
a new architecture for computing and developing a 
new hardware platform to implement that architec-
ture. For example, one project will explore networks 
of coupled optical oscillators as a hardware platform 
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to emulate certain dynamical properties of biological 
neural networks. These properties are believed to be 
relevant to the still poorly understood ability of the 
brain to continuously learn while solving problems. 

Exciting new application areas from self-driving 
cars to the Internet of Things to health informat-

ics will demand computation with energy efficiency 
orders of magnitude higher than the state of the art. 
Even though CMOS technology advancement as 
measured by clock speed has stopped, and progress 
in planar device density appears to be slowing, new 
applications35 will continue to drive innovation in 
computing (https://www.src.org/newsroom/reboot-
ing-the-it-revolution.pdf). What will replace Moore’s 
law as the metronome of technology progress? Where 
should the new technology investments be placed? 

Based on ongoing trends in research and devel-
opment, we see opportunities for dramatic advances 
based on the co-development and coordinated intro-
duction of new devices, new 3D integration processes,  
and new architectures for computing. These op-
portunities are largely complementary and some are 
broadly multiplicative. For example, if one or more 
emerging low-voltage devices reduce total system 
power, including the power to access memory, by a 
factor of 20, and architectural innovations in mem-
ory access reduce total system power by a factor of 
5, implementing both could conceivably reduce ac-
tive power by a factor of 100. The foreseeable  future 
will be less about shrinking the FET and more 
about the sequential introduction of increasingly  
diverse device technologies integrated in increasingly  
heterogeneous computer architectures optimized for 
performance and energy efficiency. 

Longer term, a vast landscape of research op-
portunities remains to be explored, and the future 
of information technology still appears unbounded. 
As just one example, consider again the horizontal 
dotted line in Figure 1 indicating kT at room tem-
perature, and consider the current explosive growth 
of research in quantum computing. Quantum 
computing requires quantum coherent circuits, in 
other words, circuits that are as isolated from the 
rest of the world as possible and therefore as close to 
perfectly energy conserving as possible. Quantum 
computing is still far from any substantive commer-
cial impact, and early systems will require lots of 
power to run the refrigeration and the necessary er-
ror correction infrastructure that protects the fragile 
quantum states. Still, current fundamental research 
provides a glimpse of the more distant possibilities. 

These include atomic-scale computational “devices” 
arranged in circuits that can maintain quantum 
coherence that’s “good enough” even at room tem-
perature and above. Engineers could someday think 
with amusement about the days when computing 
below the “kT limit” was just a theoretical possibil-
ity. We don’t know if that particular dream will be-
come reality, but we’re certain that the approaching 
end of the Moore’s law era will mark a new begin-
ning for information technology. 
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