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L 4aX3 New Design Constraint: POWE
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» Transistors still getting smaller
— Moore's Law is alive and well

 But Dennard scaling is dead!
— No power efficiency improvements with smaller transistors
— No clock frequency scaling with smaller transistors

— All “magical improvement of silicon goodness” has ended

« Cannot continue with business as usual

— DARPA study extrapolated current design trends and found
brick wall at end of exponential curves

— Can only accelerate existing research prototypes (not “magic”
new disruptive technology)!
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ORNL Computing Power and Cooling 2006 - 2011

Computer Center Power Projections

Immediate need to add 8 MW to prepare
for 2007 installs of new systems

NLCF petascale system could require
an additional 10 MW by 2008

Need total of 40-50 MW for projected
systems by 2011

Numbers just for computers: add 75%
for cooling

Cooling will require 12,000 — 15,000
tons of chiller capacity

Power (MW)

80

0O Cooling
B Computers

$31M

2005 2006 2007

2008 2009 2010 2011
Year

Cost estimates based on $0.05 kW/hr
Annual Average Electrical Power Rates $/MWh

Site FY 2005 FY 2006 FY 2007 FY 2008 FY 2009 FY 2010
LBNL 43.70 50.23 53.43 57.51 58.20 56.40 *
ANL 44.92 93.01 Data taken from E M t System-4 (EMS4). EMS4 is the DOE t
ata taken from Energy Management System- : is the corporate
ORNL 46.34 51.33 system for coIIectingyenerg)g informaycion from the sites. EMS4 is a web—bzsed
PNNL 49.82 N/A system that collects energy consumption and cost information for all energy

sources used at each DOE site. Information is entered into EMS4 by the site and
reviewed at Headquarters for accuracy.
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raxxg Power is an Industry Wide Pro

(2% of US power consumption and gro
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w3 HPC Power: It will only get worse
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* Recent Baltimore Sun Article on NSA system in Maryland
— Consuming 75MW and growing up to 15MW/year
— Not enough power left for city of Baltimore!

LBNL IJHPCA Study for ~1/5 Exaflop for Climate Science in 2008
— Extrapolation of Blue Gene and AMD design trends
— Estimate: 20 MW for BG and 179 MW for AMD

DOE E3 Report
— Extrapolation of existing design trends to exascale in 2016
— Estimate: 130 MW

DARPA Study
— More detailed assessment of component technologies

— Estimate: 20 MW just for memory alone, 60 MW aggregate extrapolated
from current design trends
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W ERSC) DARPA Exascale Study
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« Commissioned by DARPA to explore the
challenges for Exaflop computing

 Two model for future performance growth

— Simplistic: ITRS roadmap; power for memory
grows linear with #of chips; power for
interconnect stays constant

— Fully scaled: same as simplistic, but memory
and router power grow with peak flops per
chip
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We won't reach Exaflops with
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... and the power costs w
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, Primary Dgzlaz:_(;onstramt:

Power Efficiency and clock  10#opis

rates no longer improving at """ 1.7 i
historical rates T ” ﬁmze PFis
100 TﬂOp/ S R BlueGene/L

N=1 Earth Simulator

10 Tflop/s 1167 TFrs e — 9.0 TF/s

Intel ASCI Red LLNL

Demand for supercomputing  1™o/s T576 Sndi
capability is accelerating! mehopis W
10 Gflop/s ey

0.4 GF/s

1 Gflop/s
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system for 2016

1993
1994
1995
1996
1997
1998
1999
2000

—Exascale (107 FLOP/s) cannot be built by simply scaling petascale
systems

—Power requirements for incremental approach are profoundly
impractical
—And we have finite $’s for development costs
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The Challenge

Where do we get a 1000x improvement in
performance with only a 10x increase in power?

How do you achieve this in 10 years with a
finite development budget?
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, Whe_re do we get 1000x performance
B improvement for 10x power?

1. Processor

2. Interconnect

3. Memory

4. Software tuning (auto-tuning)
5. Algorithms

6. Power/Cooling/facilities (ask Bill &
Dale)
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’ Hardware: What are the problems?
EEEEEEEEEEEEEEEEEEEEEE (Lessons from the Berkeley View)
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« Current Hardware/Lithography Constraints

— Power limits leading edge chip designs
* Intel Tejas Pentium 4 cancelled due to power issues

— Yield on leading edge processes dropping dramatically
» IBM quotes yields of 10 — 20% on 8-processor Cell

— Design/validation leading edge chip is becoming unmanageable
» Verification teams > design teams on leading edge processors

« Solution: Small Is Beautiful
— Simpler (5- to 9-stage pipelined) CPU cores
« Small cores not much slower than large cores
— Parallel is energy efficient path to performance:CV2F
* Lower threshold and supply voltages lowers energy per op

— Redundant processors can improve chip yield
» Cisco Metro 188 CPUs + 4 spares; Sun Niagara sells 6 or 8 CPUs

— Small, regular processing elements easier to verify

N
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r Low-Power Design Principles
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el S Cubic power improvement with
Intel Atom lower clock rate due to V2F

1

« Slower clock rates enable use
of simpler cores

10

« Simpler cores use less area
(lower leakage) and reduce
cost

» Tailor designto application to

REDUCE WASTE
This is how iPhones and MP3 players are designed to maximize battery life
mjﬂ.gnize COSt frrererrer |/|\|
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" Low-Power Design Principle
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” Power5 (server)
Tensilica XTensa
/ — 120W@1900MHz
Intel Atom .
_ — Baseline

Intel Core2 sc (laptop) :
— 15W@1000MHz

— 4x more FLOPs/watt than
baseline

Intel Atom (handhelds)
— 0.625W@800MHz
— 80x more
Tensilica XTensa DP (Moto Razor) :
— 0.09W@600MHz
— 400x more (80x-120x sustained)

-~
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rxa Low Power Design Princ
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Tensilica XTensa * PowerS (server)
— 120W@1900MHz
/ — Baseline
* Intel Core2 sc (laptop) :
— 15W@1000MHz

— 4x more FLOPs/watt than
baseline

* Intel Atom (handhelds)
— 0.625W@800MHz
— 80x more
 Tensilica XTensa DP (Moto Razor) :
— 0.09W@600MHz
— 400x more (80x-100x sustained)

Even if each simple core is 1/4th as computationally efficient as complex
core, you can fit hundreds of them on a single chip and still be 100x mor
¥estficient. :;e:h\
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Future HPC Technology Building
SCIENTIFIC COMPUTING CENTER B I O C kS

* Previous Decade
— Optimization target: minimize price to buy more hardware

— COTS: Redirect off-the-shelf components designed for mass market
— This leveraged “Moore’s Law” density improvements

 Next Decade
— Optimization target: minimize power consumed for work performed
— Specialize and integrate: Embedded + SoC is proven design point
— This leverages “Bells Law” cost efficiency: Commodity not COTS

-~
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Future HPC Technology Building
SCIENTIFIC COMPUTING CENTER B I O C kS

* Previous Decade
— Optimization target: minimize price to buy more hardware

— COTS: Redirect off-the-shelf components designed for mass market
— This leveraged “Moore’s Law” density improvements

 Next Decade
— Optimization target: minimize power consumed for work performed
— Specialize and integrate: Embedded + SoC is proven design point
— This leverages “Bells Law” cost efficiency: Commodity not COTS

* Interim solution: Accelerators
— Demonstrate huge efficiency potential of manycore
— Demonstrate we have failed to learn from CM5 (PCle)
— Stepping stone to convergence (merge manycore with host memory)
— But also points to benefits of some specialization .
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W ERSC] Conclusion
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* Future HPC must move to simpler
power-efficient core designs

— Embedded/consumer electronics
technology is central to the future of HPC

— Convergence inevitable because it
optimizes both cost and power efficiency
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Interconnects
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X3 Interconnects: Leading Issu

« Cannot continue to scale fully-connected
interconnect topologies

« Cannot continue to scale bandwidth using

electrical networks

What technology be applied to address these
constraints?
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v The problem with Wires:

ATioNAL encriey neseaRcy Energy fo move data propon‘ional fo distance

* Wire cost to move a bit:
- energy = bitrate * Length® / cross-section area
— On-Chip (1cm): ~1pdJ/bit, 100Th/s
— On-Module (5cm): ~2-5pJ/bit, 10Tb/s
— On-Board (20cm): ~10pJ/bit, 1Th/s
— Intra-rack (1m): ~10-15pJ/bit, 1Tb/s
— Inter-cabinet(2-50m): 15-30pJ/bit, 5-10Tb/s aggregate

 To move a bit with optics: target ~1-2pJ/bit
for all distance scales(but initial cost high)

Photonics requires no redrive Copper requires to signal amplification
and passive switch little power even for on-chip connections
Al 6 B RX
™ [95%% X —%% % / H RX
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: Interconnect Cost

P S S ( Scalable TOp olo g ies )

* Fully-connected networks scale superlinearly i
but perform the best

* Limited-connectivity networks scale linearly in cost,
~ but introduce new problems

Number of Switch Ports in Fat-Tree
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. Interconnect Design Considerations

A A— for Message Passing Applications
* Application studies provide insight to

requirements for Interconnects (both
on-chip and off-chip)

— On-chip interconnect is 2D planar },
(crossbar won't scale!) “

— Sparse connectivity for most y
apps.; crossbar is overkill P e ®

— No single best topology

— Most point-to-point message
exhibit sparse topology + often
bandwidth bound

— Collectives tiny and primarily
latency bound

« Ultimately, need to be aware of the -
on-chip interconnect topology in o
addition to the off-chip topology

FVCAML1D Point-to-Point Communication (bytes) GTC Point-to-Point Communication (bytes)
-

0000000
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Intelligent task migration?
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' Using Optical Clrc_wt SV\{ItC
mona exeer s Make Fat-Trees into Fit-T

A 2-ary 4-tree with 16 nodes. A (2,2,4)-TL fit-tree with 16 nodes.

* A Fit-tree uses OCS to prune unused (or
infrequently used) connections in a Fat-Tree

Tailor the interconnect to match application
data flows
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Silicon Photonics for Energy
Efficient Communication

Eh 3

Silicon Photonic

Ring Resonator (a) Off state (b) On state (a) Mesh 1(\1/)1) Eoncentrated Erc) Concentrated
€S orus
N Slllcon phOton icS Performance/Joule Relative to Electronic Mesh

Applications

enables optics to be
integrated with
conventional CMOS

 Enables up to 27x
improvement in

B Electronic Conc Mesh
B Electronic Conc Torus
B Photonic Torus

H Hybrid Torus

B Photonic Conc Torus
O Hybrid Conc Torus

Energy Efficiency (higher is Better)
N
o

communication o
energy efficiency! .
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: Servers: Recognizing Memc
S Shocr s Power Consumption

According to the Environmental Protection Agency (EPA), datc
centers consumed about 60 billion kilowatt-hours (kWh) in 2006,
roughly 1.5 percent of total U.S. electricity consumption.

15% " 20%

Regulator Power Supply Loss/Other

5 15%
3 ?P U/ O :[ . Storage

15%

Memory

Slide from Dean Klein (Micron Technology)
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AV ERSC Technology Challenge
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Our ability to sense, collect, generate and calculate on data is growing faster
than our ability to access, manage and even “store” that data

Memory density is doubling every three years; processor logic is every two
*Storage costs (dollars/Mbyte) are dropping gradually compared to logic costs

Evolution of memory density

Cost of Computation vs. Memory

10000 > +1Mb
o = 4Mb
ok o 2XByrs 16Mb
e L
2 40 A 64Mb
= e x 128Mb
=) 4X/3yrs
= 10 —~ * 256Mb
o~ [I512Mb
1 4+ T T T T T a‘IGb
1985 1980 1995 2000 2005 2010 2015 | oq
Year mass production starts 4Gh
Office of

o4 Science
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100
10 =N
1 \

0.1 i — —
0.01 \\
0.001 % %% %% '3,)
B Dollars/Mbyte A Dollars/MFLOP

The cost to sense, collect, generate and calculate data is declining
much faster than the cost to access, manage and store it

Source: David Turek, IBM :r} m




A/ERSC) 1Gbit DDR3 Architecture
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AERSC) 1Gbit DDR3 Architecture
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Assumptions
Cell Voltage 1.2 V
Cell Capacitance 25 fF
Bitline Capacitance 75 fF
Memory System Bandwidth 1 EB/sec

Simplified Results:

Energy/bit 36 fJ

Total Memory Cell Power 288 KW
With Bitline 1150 KW
With 512X Over-Fetch 590 MW

-~
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W ERSC Conclusions
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 Memory technology requires major
reorganization (if industry stays alive)
— More ranks/banks, Less over-fetch, new drivers
— Chip stacking or optical memory interfaces

« We will have to live with less memory /
computational performance

 We will have lower memory bandwidth/
computational performance (< 0.001 bytes/
flop)
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Algorithms

Scaling to Billion-way
Parallelism

~
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The Future of
HPC System Concurre
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Processors
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Total # of Processors in Top1l5
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Must ride exponential wave of increasing concurrency for forseeable future!
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Is within a single socket 34
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Climate Model

i New Approaches for Massive Parallelism

NATIONAL ENERGY RESEARCH
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- Existing Latitude-longitude based algorithm advection algorithm breaks
down significantly before 1km scale!

— Grid cell aspect ratio at the pole is 10000!
— Advection time step is problematic at this scale
« Ultimately requires new discretization for atmosphere model
— Must expose sufficient parallelism to exploit power-efficient design
— Partner with CSU/Randall Group to use the Icosahedral Code
— Uniform cell aspect ratio across globe
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a3 Where to Find 12 Orders in 10 years?

EEEEEEEEEEEEEEEEEEEEEE

CCCCCCCCCCCCCCCCCCCCCCCCC Jardin & Keyes i

. 1.®ers: increased processor speed and efficiency
1.5 orders: increased concurrency

1 order: higher-order discretizations
— Same accuracy can be achieved with many fewer elements

* 1 order: flux-surface following gridding
— Less resolution required along than across field lines

4 orders: adaptive gridding

— Zones requiring refinement are <1% of ITER volume and
resolution requirements away from them are ~102 less severe

« 3 orders: implicit solvers
— Mode growth time 9 orders longer than Alfven-limited CFL

~
S\ Office of crered]
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W ERSC Conclusion
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 Consequence: must find strong-scaling
from explicit parallelism

— That’s a tall order!
— Used in 1980’s to argue against MPPs
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Software Performance

Auto-tuning: Don’t depend on a
human to do a machine’s job.
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Performance Profiles

v
M ERSC
(maintaining system balance)
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Distribution of Time Spent in Application
In Dual Core Opteron/XT4 System
100%
80% L
el
c
[}
& 60% L
Q Oother
£
= W flops
s O memory contention
8 40%
=
[}
o
20% I . ]
0% | I :
CAM MILC GTC GAMESS  PARATEC ~ PMEMD  MadBench
Application

* Neither memory bandwidth nor FLOPs dominate runtime

 The “other” category dominated by memory latency stalls

» Points to inadequacies in current CPU core design (inability to
tolerate latency) Lets not forget about latency!
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A ERSC Auto-tuning
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Autotuning Results for Buoyancy Loop, 16KB and 32KB Cache

Problem: want to compare best . - -
potential performance of diverse " ro caensh
architectures, avoiding ol o
— Non-portable code ook LT
— Labor-intensive user L LT
optimizations for each specific & | R
architecture | .
Our Solution: Auto-tuning L
— Automate search across a \oo AMD Opteron] “SiMBo |
complex optimization space 16.0 \ CReSas |
— Achieve performance far e = Noive
beyond current compilers 5
— achieve performance g s.o ( 3.5X
portability for diverse s.0 n
architectures! e /
0.0 1
2 Otflce of "t coras <zps | n coras coes |0] 'ﬁ‘
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W ERSC Conclusion
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 Huge opportunities for energy-efficiency
improvement simply by optimizing code performance
« Compilers cannot achieve this because of
insufficient information
— Assume flat machine model (which is wrong)
— Cannot exploit domain-specific knowledge

* Auto-tuners

— Can exploit domain-specific abstraction (motifs)

— Can automate search of design space for performance portability
 Languages:

— Need to expose correct machine model (flat model is wrong)

— Need to express locality

-~
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How Can We Achieve our Goals
Cost Effectively?
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« High End Systems (>$1M)

» Most/all Top 500 systems

« Custom SW & ISV apps

» Technology risk takers & early adopte

2005: $2.1B
2010: $2.5B

* Volume Market
2005: $7.1B « Mainly capacity; <~150 nodes
2010: $11.7B * Mostly clusters; >50% & growing

« Higher % of ISV apps

 Fast growth from commercial HPC,;

Igfsa?ﬁ'gﬁgt mm Oil &Gas, Financial services,
Pharma, Aerospace, etc.
Total market >$10.0B in 2006

Forecast >$15.5B in 2011

EEEEEEEEEEE

ASC/OASCR Collabs Dec 11, 2008
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* 1990s - R&D computing hardware dominated by
desktop/COTS

—Had to learn how to use COTS technology for HPC

« 2010 - R&D investments moving rapidly to
consumer electronics/ embedded processing

—Must learn how to leverage embedded processor
technology for future HPC systems
Market in Japan(B$)

2.5

2.0

1.5

1.0

0.5

) J —




" "LLEEhsumer Electronics has Replaced PCs as
waeszstile Dominant Market Force in CPU Design!!

Revenue($) Shipment (Units)
to Lenovo ,000M
1981

1008 Netbooks based on Intel Atom

embedded processor is the 100M
fastest growing portion of
108 laptop” market.
pple Introduces
1981 IBM PC(M: Cell Phone M
1985 Windows ° (iPhone)
‘g 4t———-r - *r - - -
198 1985 1990 1995 2000 2005 2010
Source: IDC
‘ p = A
e



" Embedded Design Automat

o, ey eesearc (Example from Existing Tensilica Design F

[Bonc [bowosais [bone | e [Borvemaeremos X
o
<

Processor configuration
1. Select from menu
2. Automatic instruction
discovery (XPRES Compiler)
3. Explicit instruction
description (TIE)

Office of
Science

U.S. DEPARTMENT OF ENERGY

iz @ Il Sl BaseCPU

Application-
optimized processor
implementation
(RTL/Verilog)

Processor
Generator

(Tensilica)

Build with any
process in any fab

Tailored SW Tools:
Compiler, debugger,
simulators, Linux,
other OS Ports
(Automatically
generated together
with the Core)

-~
freeeeer ‘m




" Technology Continui
L G314 p gustainable Hardware
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Energy Efficient
Cloud
Computing
(Future Data
Centers)

il o
- oy

System_il?leil‘tform
Need building blocks for a compelling

M
‘
~environment at all scales o

Ultra Energy AR
Efficient

Embedded

Performance
(Exascale)
Computing

50
&
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If this Is such a great idea, then
why don’t you do it?

Eating our own dogfood

Office of :n>| ’.ﬁ
ScA'SEnce ’\
U.S. DEPARTMENT O RGY



r Green Flash Overview
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 Research effort: study feasibility and share insight w/community

 Elements of the approach
— Choose the science target first (climate for example)

— Design systems for applications (rather than the reverse)

— Design hardware, software, scientific algorithms together
using hardware emulation and auto-tuning

« What is NEW about this approach
« Leverage commodity processes used to design power efficient embedded
devices (redirect the tools to benefit scientific computing!)

« Auto-tuning to automate mapping of algorithm to complex hardware
« RAMP: Fast hardware-accelerated emulation of new chip designs

Applicable to broad range of scientific computing applications

A
freereee |||‘

Office of
P Science ’\
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: Identify Target Firs
g (Global Cloud Resolving Climate

NATIONAL ENERGY RESEARCH
SCIENTIFIC COMPUTING CENTER

Surface Altitude (feet)

[
0 2000 4000 6000 8000 10000 12000 14000

200km 25km 1km
Typical resolution of Upper limit of climate models Cloud system resolving models
IPCC AR4 models with cloud parameterizations are a transformational change
Office of rreeeee #
Science ’N




Requirements for 1km Climate
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Computer

SCIENTIFIC COMPUTING CENTER

A

in 1000x faster than real

ime for practical climate simulation

inta

Must ma

t

3
e,

L,
v

horizontal subdomains

illion

~2m
100 Terabytes of Memory

N

SMB memory per subdoma

~20 million

total subdomains

p—
<
—

M)
O

<=
<
)]
@)
Q

e

20 PF sustained (200PF peak)

ion

t

ICa

ighbor communi

-neig

Nearest

New discretization for climate model

— CSU Icosahedral Code

Office of
Science

@
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, Embedded Design Automa

(Example from Existing Tensilica Design

NATIONAL ENERGY RESEARCH
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Application-
optimized processor
implementation
(RTL/Verilog)

[Bonc [bowosais [bone | e [Borvemaeremos X
o
<

ﬂﬂﬂﬂﬂﬂ 3 J = @ ||~ Base CPU
e I ) \ /
—
-
Processor
Processor configuration Generator -
1. Select from menu (Tensilica) e Build with any
2. Automatic instruction Tailored SW Tools: process in any fab
discovery (XPRES Compiler) Compiler, debugger,
3. Explicit instruction simulators, Linux,
description (TIE) other OS Ports
(Automatically
generated together

with the Core)

o~
Office of :_n>| ‘.ﬁ

Science ’\
U.S. DEPARTMENT OF ENERGY




r =3 Climate System Design Concept

Strawman Design Study

SCIENTIFIC COMPUTING CENTER

VLIW CPU:

» 128b load-store + 2 DP MUL/ADD + integer op/ DMA
per cycle:

» Synthesizable at 650MHz in commodity 65nm

« 1mm? core, 1.8-2.8mm? with inst cache, data cache
data RAM, DMA interface, 0.25mW/MHz

* Double precision SIMD FP : 4 ops/cycle (2.7GFLOPs)

* Vectorizing compiler, cycle-accurate simulator,
debugger GUI (Existing part of Tensilica Tool Set)

+ 8 channel DMA for streaming from on/off chip DRAM

* Nearest neighbor 2D communications grid

2 3 1 3 3 3 B

£ 3 B3 £ E3 B3 B 3

2 boards
per rack

1 E3 B3 £ B3 B3 E1 3

8 DRAM per
processor chip:
100 racks @ 32 chip + memory ~50 GB/s R

~25KW clusters per board (2.7 )
TFLOPS @ 700W 32 processors per 65nm chip
83 GFLOPS @ 7W




Green Flash Strawman
System Design In 2008

We examined three different approaches:

« AMD Opteron: Commodity approach, lower efficiency for
scientific applications offset by cost efficiencies of mass market

* BlueGene: Generic embedded processor core and customize
system-on-chip (SoC) services to improve power efficiency for
scientific applications

* Tensilica XTensa: Customized embedded CPU w/SoC provides
further power efficiency benefits but maintains programmability

EEEEEEEEEEEEEEEEEEEEEE
CCCCCCCCCCCCCCCCCCCCCCCCC

Processor Clock Peak/ Cores/ | Sockets | Cores
Core Socket
(Gflops)
AMD Opteron 2.8GHz |5.6 2 890K 1.7M
IBM BG/P 850MHz | 3.4 4 740K 3.0M
Green Flash / 650MHz | 2.7 32 120K 4.0M
Tensilica XTensa

Office of
4 Science

U.S. DEPARTMENT OF ENERGY
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What we have learned from our more
detailed design study

Mark Horowitz 2007: “Years of research in low-
power embedded computing have shown only one
design technique to reduce power: reduce waste.”

Seymour Cray 1977: “Don’t put anything in to a
supercomputer that isn’'t necessary.”

Office of Tr—r}| #
Science ’\‘
u.s. DEPARTMENTEéSsRGV



Peel Back the Histc
e INStruction Sets (ac

Configurable Processor Family

Area = silicon cost and power
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SCIENTIFIC COMPUTING CENTER

A Short List of x86 Opcodes that
Science Applications Don’t Need!

Nnemonic opl opZ opl opd | iext |p£|OF roc| =t [m|zl|x|tested £ modif £ def undef £ |f wvalues| description, notes
ada AL a0 Erorr .- a..|o..ssape |..... a.c 0..5%.p. A3CII &djust 3fter Additien
A3D AL AN Ds(oa ©..=zapc -..5Z.P. ©....a.¢c A3CII &djust X Before Divis=ion
aaM AL Ay Daloa ©..=zapc -..SS.P. ©....a.c A3CII adjust X after Multiply
aa3 AL AN 2 | | 1 | f----- a..|o..szapc |..... a.c O..5T.p. A3CII &djust 3L &fter Subtraction
aDC x/ms 8 10 T Lllsccaa- cle..ssapc ©..szapc &dd with Carry
aDnc r/mi6/32/64 16/ 22/ 64 11 &= M |ooococoo c|e..=zapc o..szapc &dd with Carry
&DC x3 =/ ms 1z = | 11 | }|------- c|o..szapc ©..szapc &dd with Carry
aDc r16/32/64 o/ ml6/ 22/ 64 12 = | | O | | ey c|o..=zapc o..szapc &dd with Carry
aDnC L immd a |l 1 |1 | 1------- clo..=sapc ©..=zapc &dd with Carry
aDnc 2AX imml6/ 22 16.5| (N (] [N [N (] (RN N | c|o..=zapc ©..szapc &dd with Carry
ADC r/ms inand so| |z L|. o..szapc o..=zapc 244 with Carry
&DC r/mi6/32/64 inmlé/ 22 81 z L ©..szapc &dd with Carry
aDnC x/ms inand sz = L ©..szapc 3dd with Carry
anc r/mi16/32/64 inmd 82 2 L o..szapc 2dd with Carry
ADD x/ms 8 00 T L o..szapc &dd
&DD ¥/mi16/32/64 16/ 22/ 64 oLl b4 L ©..szapc add
ADD 3 =/ m& 0z = ©..szapc o..szapc add
ADD ¥16/32/64 /ml6/ 22/ 64 02 &= ©..szapc o..szapc add
&DD L immd 04 ©..=zapc ©..szapc &dd
ADD EBX imml6/ 22 05 o..szapc o..szapc add
20D r/ms inand s0| o T o..szapc o..=zapc 2dd
ADD r/mi6/32/64 imml6/ 22 81 0 L o..szapc o..=zapc add
ADD xims inmd sz o L ©..szapc ©..szapc &dd
ADD r/mi16/32/64 inmd 82 o L ©..szapc o..=zapc &dd
ADDPD samam. wxvand m12E ==eZ |66|0F|53 = [Pa+ 4dd Packed Double-FP Values
&DDP3 amam. o’ m12E ssel OF| 58 |P23+ &dd Packed Single-FP Values=s
ADDED samm. wxvand mE 4 ==eZ |FZ|OF|53 = (Pt 2dd Scalar Double-FP Values
ADD33 amam. ' M2 2 ==el |F2|0F(S53 |P23+ 3dd Scalar 3ingle-FP Values=s
ADDEUEFPD amm. o’ m12 8 ==e2 |66|0F|DO r (P4++ Packed Double-FP &dd/Subtract
ADDSUEBPS amam. wman' m1Z 8 ==e? |FZ|OF(DO r(P4++ Packed Single-FP &dd/Subtract
ADX AL AN imand s ©..=zapc -..5Z.P. ©....a.c &djust &X Before Division
ALTER 64 P4t U‘f &lternating branch prefix (used only with Jcc instructions)
AT AL AN imand D4 -..5Z.P. Adjust &X After Multiply
AND x/ms 8 z0 T L o..sz.pc Logical AND
END ¥/mi16/32/64 16/ 22/ 64 zl b4 L o..5z.pc Logical &ND
AND x8 =/ m& 2z T ©..szapc CocEgis ||lsoooo Too|[@acccoo c|Legical &ND
AND *16/32/64 =/ ml6/ 22/ 64 23 &= ©..szapc o..s8.pc  f..... T | c|Logical AND
END L immd 24 ©..=zapc o..sz.pc |..... Coal@ocoocs c|Logical &ND
AND EBX immlé/ 22 25 o..szapc o..s8.pc  f..... Sea|l@ecococ c|Logical AND
2ND r/ms inand s0| [a T o..szapc ©..53.pC  |eaa-- a..|oeo.. c|Logical awp
AND r/mi6/32/64 imml6/ 22 81 4 L o..szapc o..s5.pc  f..... Sec||Pecococ c|Logical WD
AND x/ms inmd sz 2 L ©..szapc o..ss.pc |-..-. Doc|[@accaoo c|Legical &ND
AND r/mi16/32/64 inmd 82 4|02+ L o..=zapc o..5m.pc  fo.... Oeo||@accceo c|Logical AND
ANDNPD samm. wxvand m12E ==eZ |66|0F|55 = [Pa+ Bitwize Logical AND NOT of Packed Double-FP Values
ANDNP3 amam. o’ m12 8 ssel OF|55 (P23+ EBitwi=ze Logical 3ND NOT of Packed Single-FP Values
ANDPD amam. wman' m12 8 ==eZ |66(0F|52 x|Pa+ EBitwi=ze Logical 2ND of Packed Double-FP Values
ENDP3 aman. o’ ml2 ssel 0F|54 (P23+ Bitwi=ze Logical 3ND of Packed Single-FP Values=
== UICIIVS

U.S. DEPARTMENT OF ENERGY
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CUTPSZPD xrad ml2 8
NATIONAL ENERGY RESEARCH CUTPSZP I s 6 &
SCIENTIFIC COMPUTING CENTER CUTSD2S1 r32"(s4 xwmsq
CUTSDZSS  |xam T e = =
ARPL =/ ml6 16 oMo EUTS223D X S/ r16/32/64 =/ mlé/ 22/ 64 FRCH4 s STi
EOUND T16/22 m16/ 22516/ 32 |=Flags oL SO |y E32iE ¥16/32/64 =/ ml6/ 22/ 64
BST r16/32/64 /ml6/ 22/ 64 ctrof CUT 35230 ZE wnanf m32 r16/32/64 =/ ml6/ 32/ 64 Bl = ot
BSR r16/32/64 o/ ml6/ 22/ 64 |cep| CUT 35251 ¥32/64 wnanf m32 =/ md 3 FHCHT s STi
BSUaP ¥16/32/64 cup| CUTTPD2DQ _ oawm xno 126 1032/ || ST6A3 26 FXRSTOR ST sr1
BT /ml6/ez/68  |zl6/02/64 |ctp| CUTTPDZP T fmam wman/ w128 2 =58 FXRSTOR s So2
BT /ml6 32/ 64 | inms CMP[CUTTPS2DQ  |xom o w128 zie/3e/|5% z/m1/32/ 5% T — —
BTC ¥/m16/32/64 inand B CUTTPS2PI  |mm xvand 64 AL f’“’"e T s =
BTC z;m16;32j64 :1sjez;sq |t CoTTenzsT  |252764 —— :;“:8 :x:”az —— —
EBTR 16/32/64 1l6/2z/69
BTR :/:15,*32/54 :mms %WHSSZSI x32/e4 = HEEHOD ||Smi/eE FYL2X se1 sT
BT3 wim16/32/64  |z16/32/64 e s = T/ i FYL2XP1 s ST
BTS r/m16/32/64  |imms e X Aax ©/ml6/ 22/ 64 | inand
CALL rells/ 22 [cee] 20 EDX BAX samm wnad m12 8 imand G3 GS
CALL relaz e ©Q0 RDX RAX sanan o m12§ inmd HADDPD saman xmand m128
caLL o/ ml6f 32 [cerp| CWDE rax ax 2 e HADDP3 samm s m12 8
CALL /m64 CMP|Da2 Aan md Ll o
CALLT ptrlé: 16/ 22 CHP|D 33 an L ol RETEET] p— T
CALLT mlé: 16, - - -
= = | «\We only need 80 out of the nearly 300 ASM instructions in the x86
CUDE EAX ™ L] '
== |= | jnstruction set!
oo EDX
CLC
CLD
CLFLUSH  |mé . . .
= | | Still have all of the 8087 and 8088 instructions!
0 : c
= ——+— *Wide SIMD Doesn’t Make Sense with Small Cores
CHOUNAE ¥16/32 .
== osNejther does Cache Coherence
CHOUNZ ¥16/32 L] » .
== == *Neither does HW Divide or Sqgrt for loops
CHMOUNGE ¥16/32
; - 0

e e *Creates pipeline bubbles
CHOUNE ¥16/32 . . . .
. *Better to unroll it across the loops (like IBM MASS libraries)
CHMOUNEE 16/32 L] . . .
«. || *jOVve TLB to memory interface because its still too huge (but still get
CHMOUNL ¥16/32
CHOUGE 16732 A A A
mm— | precise exceptions from segmented protection on each core)

CHOUG

r16/32

o
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Global address space

xS cience-Optimized Processor Design

NATIONAL ENERGY RESEARCH
SCIENTIFIC COMPUTING CENTER

TIE Queue used
to xfer address

Tensillica Processor
1

<¢— Ready

Done

Tensillica Processor
2

Local
Store

|

Local
> Store

I

Memory controller

LS

Local Store for uProc 1

LS2 | Local Store for uProc 2

LS n | Local Store for uProc n

Intel
Core2

(Penryn)

Intel
Atom
core

Tensilica
core w/
64-bit FP

Die area
(mm?)

53.5

25

5.32

Process

45 nm

45 nm

65 nm

i 33 E
- Power 18W 0.625W | 0.091W
22 CE E
22 22 I3 Freq 2930 800MHz | 370MHz
oo C oo oo MHZ
H Flops / 162 1280 4065
_________________________________ Watt

sy Office of
o4 Science

U.S. DEPARTMENT OF ENERGY




Global address space

4
A

NA
SC
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Tensillica Processor

Architectural Support for PModels
Make hardware easier to program!

TIE Queue used
to xfer address

1

Local

4—— Ready

-
t

Tensillica Processor
2

Local

LS1

LS 2

LSn

Store Dong ———— | | store
I |
$ $
v v Y v
Memory controller
Local Store for uProc 1
Local Store for uProc 2
Local Store for uProc n NVRAM
(FLASH) for

A

fault resilience

Logical topology is a full
crossbar

Each local store mapped to
global address space

To initiate a DMA transfer

between processors:

— Processors exchange starting
addresses through TIE Queue
interface

* Optimized for small transfers

— When ready, copy done directly from
LSto LS

— Copy will bypass cache hierarchy

-5
freereee |||‘
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| HITTH Y ¢ (I |
I'| Xtensa Xtensa |,
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|
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Concentrated torus

— Direct connect
between 4
processors on a
tile

— Packet switched
network
connecting tiles

Between 64 and 128
processors per die

~
f(rereee w
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WERSC] Fault Tolerance/Resilience
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 Our Design does not expose unique risks

— Faults proportional to # sockets (not # cores) and silicon
surface area

— We expose less surface area and fewer sockets with our
approach

 Hard Errors
— Spare cores in design (Cisco Metro)
— SoC design (fewer components and fewer sockets)
— Use solder (not sockets)

« Soft Errors
— ECC for memory and caches
— On-board NVRAM controller for localized checkpoint
— Checkpoint to neighbor for rollback

Office of rr/r—r>| #

4 Science ’\
U.S. DEPARTMENT OF ENERGY 62
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 Trace analysis key to memory
requirements

— Actually running the code gives
realistic values for memory
footprint, temporal reuse,
DRAM bandwidth requirements

 Memory footprint: unique
addresses accessed = size of
local store needed

« Temporal reuse: maximum
number of addresses which will
be reused at any time = size of
cache needed

 DRAM bandwidth

(instruction throughput) X (memory
footprint)/(instruction count)

y  Office of
4 Science

U.S. DEPARTMENT OF ENERGY

Memory: Perhaps we don’t need
1 Byte/FLOP (Scripted Memory Movement)

700

600 -
500 -
400 -
300 -
200 -
100 -

Memory footprint (KB)

Vot NN W b W oY ot > g N
hd RPN ST & \’éb RS \2\\"" & \2\\"" \z\\b"
ISEEVERCEEC AN = AN N SR

Bandwidth Requirements (MB/s)
(Instructions/Cycle=1, 500 MHz)




Auto-Tunlng Can Change Har

CCCCCCCCCCCCC e e Des|gn Req uirements
LH2 (small domain) LH2 (small domain, reordered)
1ot % 2%0% 3%
w B FP Arith \ H FP Arith
= FP Ld/Str W FP Ld/Str
W FP Reg W FP Reg
¥ nt Arith B Int Arith
M nt Ld/Str M nt Ld/Str
“Int Reg “Int Reg
Logical Logical

Control

0%

* Memory footprint: 160 KB

» Cache size requirement: 160 KB

» < 50% instructions are floating-point
* Huge overhead for address
generation

* Although code streams through data,

loop ordering was bad = cachelines

reused althou fgh addresses were not
Office o

Science

U.S. DEPARTMENT OF ENERGY

“ Control

* Memory footprint: 160 KB
» Cache size requirement: 1 KB
* > 85% instructions are floating-point
» Good ordering =» simpler addressing

160x reduction in cache size!
2x savings in execution time /°\|

rreeerr

|||‘
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i Generalized Stencil
- Auto-Tuning Framework

CCCCCCCCCCCCCCCCCCCCCCCCC

Ability to tune many stencil-like kernels
* No need to write kernel-specific perl scripts
« Uses semantic information from existing Fortran

Target multiple architectures

e | ———_
Y

« Search over many optimizations for each architecture :f\ ‘"‘;
* Currently supports multi/manycore, GPUs M %
.. v
Better performance = Better energy efficiency BAR
b he . 7_,’
AN (M) V Strategy Code S h AN AN
i> [:>|j\> Engines |f\> Generators :> f ¢> Enegairr:;s |f\> h h
o] G| ol LSV [
Reference &1 Internal Abstract - Mvriad of equivalent in context Best performin
Implementation | & Syntax Tree - Y ot €q N of specific ) P ng
: pthreads optimized, implementations problem implementation
Representation (plus test harness) and configuration
\b \— N J N parameters
Y

Transformation & Code Generation

with high-level knowledge
K 2 N
2 4 science

U.S. DEPARTMENT OF ENERGY




L Zxa Multi-Targeted Auto-Tuning

NATIONAL ENERGY RESEARCH
SCIENTIFIC COMPUTING CENTER

y y
do k=2,nz-1,1 do k=2,nz-1,1 do k=2,nz-1,1
do j=2,ny-1,1 do j=2,ny-1,1 do j=2,ny-1,1
do i=2,nx-1,1 do i=2,nx-1,1 do i=2,nx-1,1
uNext(i,j,k)= u(i,j,k)= x(1,3,k)=alpha=( u(i+1,j,k)-u(i-1,3,k) )
alpha*u(i,j,k)+ alpha*( x(i+1,3,k)-x(i-1,3,k) )+ y(i,3,k)= beta*( u(i,j+1,k)-u(i,j-1,k) )
beta*(u(i+1,j,k)+u(i-1,3,k)+ beta*( y(i,j+1,k)-y(i,j-1,k) )+ z(i,3,k)=gamma*( u(i,]j,k+1)-u(i,j,k-1) )
u(i,j+1,k)+u(i,j-1,k)+ gamma*=( z(i,J,k+1)-z(1,3,k-1) )
U('i !j lk+1)+u(i 1j1k_1) enddo
) enddo enddo
enddo enddo enddo
enddo enddo
enddo
Laplacian Divergence Gradient Gradient
12 T T T T T 4 T T T T 7 T T T T T T T T T T T T T T T T
Nehalem Nehalem Nehalem 18

3.5
10 6
3 s 14
8
7 m2.5 12
~ (/2] (/]
-3 - -5 B0
Oe6 o2 [9) o
LL LL i ™
1.5
4 6
1 2
4
2
0.5 1 5
0

4 8 16 Ref 1 2 4 8 16 32 64 1282 §§,1‘2'j »

0
OffRigeafis 2 hreads 2
. s Threads
@ Science Threads CUDA Thread Bloc

U.S. DEPARTMENT OF ENERGY
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Design Trade-offs

 pack fewer cores in
socket to minimize memory
bandwidth

* maximize cores in socket
to minimize surface-to-
volume ratio

sLittle’s Law latency hiding

139

29
Az

0

) > > )
y 1
\ '-\\ \ \ -‘.. \
G
Global address space

L5 /10 /97

s L9 ) 8" e

641 638 637/282& 625 622 .52.1.

Logical View of Processor Network

TIE Queue used

to xfer address

»
>

\ 4

Tensillica Processor Tensillica Processor
1 2

| &——— Ready
Local Local
Store » | Store

Done >
\ \

Memory controller

LS 1

Local Store for uProc 1

LS 2

Local Store for uProc 2

LSn

Local Store for uProc n

A
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: Inserting Scientific Apps into

=znes Hardware Development Proc
 Research Accelerator for Multi-Processors
(RAMP) ,

e

— Simulate hardware before it is built!

— Break slow feedback loop for system designs

— Enables tightly coupled hardware/software/science ‘g
co-design (not possible using conventional approach) {Re=

Design New System
(2 year concept phase)

. = Cycle Time Emulate
= — Autotune & 12 d Hardware
Tune g-;s i Hardware Software N ays __ (RAMP)
Software =1 | | N (2 years) (Hours) ¥ (hours)
(2 years) )
. Build application
Office of Port Application

N
/\l /\
fFrroeerer
Science

|||‘
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The approach: Use
auto-tuned code

when evaluating
architecture design rference

HW and SW

pOIntS configuration

Efficiency

HW/SW Co-Tuning for Energy

[ Conventional Auto-tuning Methodology
Y \ 1
Generate Generate new Benchmark Acceptable SW Acceptable
new HW config. code variant code variant Performance? Efficiency?

=

Co-Tuning can improve power-
efficiency and area-efficiency by ~4x
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Co-Tuning Advantage: Stencil
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Co-Tuning Advantage: SPMV
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wZxxa Green Flash Hardware Demo
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 Demonstrated during SC
‘08

* Proof of concept

— CSU atmospheric model ported to
Tensilica Architecture

— Single Tensilica processor running
atmospheric model at 50MHz

 Emulation performance
advantage

— Processor running at 50MHz vs.
Functional model at 100 kHz

— 500x Speedup

 Actual climate code - not
representative benchmark

P =5 Office of
o4 Science

U.S. DEPARTMENT OF ENERGY




W ERSC Summary
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 Power is leading design constraint for
future HPC

— Future technology driven by handheld space
— Notion of “commodity” moving on-chip

* Approach for Power Efficient HPC
— Choose the science target first (climate in this case)

— Design systems for applications (rather than the reverse)

— Design hardware, software, scientific algorithms
together using hardware emulation and auto-tuning

— This is the right way to design efficient HPC systems!

Office of rr/r—r>| m
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* Green Flash
— http://lwww.lbl.gov/CS/html/greenflash.html
— http://www.lbl.gov/CS/html/greenmeetings.html

* NERSC Science Driven System
Architecture Group

— http://Iwww.nersc.gov/projects/SDSA

Office of rr/n>| ’.ﬁ|
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/ ’ Design
801 | | r : 2 : Gap
8 70 > + 4
&
Z Verification
= Gap
-
g
5
o2
5
g
a

Source: SIA
Roadmap, 2001

Ofer Sacham
Stanford
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vy Parallel Computing Everywhere
e C iSCO C RS -1 Terabit Route["

PR 18 lustrs o Gisco SYSTEMS

F5 10 (192 cores!)

®

« 188+4 Xtensa general purpose processor
cores per Silicon Packet Processor
« Up to 400,000 processors per system

* (this is not just about HPC!!!)

Replaces ASIC using 188 GP cores!
Emulates ASIC at competitive power/performance

_ Better power/performance than FPGA
@ i New Definition for “Custom” in SoC

U.S. DEPARTMENT OF ENERGY




Systems

CCCCCCCCCCCCCCCCCCCCCCCCC

Power Consumption by Top50

Growth in Power Consumption (Top50)
Excluding Cooling

800.00

700.00

< 600.00

T 500.00

400.00

300.00

System Powe

200.00
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0.00
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B Avg. Power Top50 from Top500 List
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ﬁleely Trajectory - Collision or
SCIENTIFIC COMPUTING CENTER C O n Ve rg e n Ce ?

CPU
multi-threading multi-core many-core
fully programmable
programmability
partially programmable
parallelism fixed function
after Justin Rattner, Intel, ISC 2008 GPU

“
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A Short diversion on Metrics
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r Metrics: Can’t improve what you
anonnL enenor sestach don’t measure

* Collecting Metrics for HPC Power
consumption (Green500, Top500, SpecHPC)

— Raise Community Awareness of HPC System
Power Efficiency

— Push vendors toward more power efficient
solutions (shine a light on inefficiency)

 Choice of measurement has a dramatic effect
on the outcome (Law of unintended consequences)
— Suddenly everything is “green”
— But is anything really getting better? (everything
looks better on an exponential curve)

Office of rr/r—r>| ‘.ﬁ
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La&xE  Anatomy of a “Value” Metric

NATIONAL ENERGY RESEARCH
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Good Stuff
Bad Stuff

V74> Office of l:'}l m
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W ERSC Anatomy of a “Value” M
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Bogus. )

Potentially
Bogus!!
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L&Zxa Anatomy of a “Value” Metri
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Choose your own metric for performance!
(doesn’t need to be HPL, or FLOPS)

erformance

easured Watt

Formal process for collecting this data emerging
(Green500, Top500, and eventually SpecPowerHPC)

 Office of n/r_r} ‘.ﬁ‘
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wuZxxa Are We Really Improving?
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Performance/measured _watft

IS much more useful than
FLOPs/peak watft
But, are we getting the desired response?

Peak DP flops/measured watt PDE DP Flops/measured watt

300.0 60.0

250.0 50.0

200.0 40.0

150.0 30.0

100.0 20.0

50.0 10.0 I I

0.0 - - - - 1 0.0 . - - . - - .

niagara2 cell clovertown barcelona amd-x2 niagara2 cell clovertown  barcelona amd-x2

~
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